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Rachel Laycock @rachellaycock

Continuous Delivery Explained




Thought\Vorks:

Copyright (c) ThoughtWorks 2017. Provided for personal use only and not to be copied or distributed. Workshop materials created by Jez Humble, Martin Fowler, Tom Sulston, Neal Ford & Rachel Laycock



opyright (c) ThoughtWorks

Delivering value
early and often

2017. Provided for personal use only and not to be copied or distributed

Q;\‘\N F O 7
x &
N
e {\/\ =
L 4?

CONTINUOUS
DELIVERY

& )(-)9 1 _aa\&

JeEz HUMBLE
DAVID FARLEY

Foreword by Martin Fowler




Mar POpendFe‘c?Iease cad?g‘mcﬁopendick

“How long would it take your organization to
deploy a change that involves just one single
line of code?”

“Can you do this on a repeatable, reliable basis?”



Release Cadence




I Continuous Delivery is BlG

Organisational Alignment

Release Management

Quality Continuous Configuration Data Environments

Architecture Assurance Integration Management Management | & Deployment
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Who are You?

Manager

Operations

Developer “ t



Agile Transformation

Manager

X

Operations

Developer




ontinuous Delivery

Manager

DBA

Operations

Developer



Agile 101

P &

"Agile" team ' '
| | | |

Centralized QA IT Operations

id® Ly (o | B (S

Customer

i | | | | >
lteraion O ! 1 ' 2 1 3 | 4 The "last mile"



X3

No matter how it I00Ks at first, it's
always a people problem. **



Continuous Integration

Integration early and often.

Everyone checks into trunk at least once a day.



pain

Bring the pain forward.

0&9 el VS, iv Q&

fime



Continuous Integration

Fast, automated feedback on
the correctness of your
application every time there
S a change to code



Integration

Integration early and often.

Everyone checks into trunk at least once a day.

Continuous De ke

Deploy as the final stage of continuous integration.



Integration

Integration early and often.

Everyone checks into trunk at least once a day.

De F?i.ovm ek

Deploy as the final stage of continuous integration.

Continuous ‘D@i&verv

Software is always in a deployable state,



So what's your plan?




Deployment Pipelines




Deployment Pipeline

Fast, automated feedback
on the pro duckion readiness

of your application every
time there is a change — to
code linfraskructure O
f:ow;&guraﬁom



Pipeline Construction

commit

functional

Pipeline stages = feedback
opportunities



commit Stage

source code
Version commit tests
build scripts

¢

Run against each check-in

Jd

'Starts puilding a release candidate

f it fails, fix it immediately 4@



UAT Stage

-~ N
N — 1

acceptance tests

\éirnsfr%rl‘ deployment scripts —
configuration data
. _ J test reports | artifact
metadata repository
S —

B ., Fnd-to-end tests in production-like environment

® ) Triggered when upstream stage passes

.First DevOps-centric build



Manual Stage

; Later stages p————
N— -
test reports

Conflgure environment [l oo Artifact
—— 4. Deploy and smoke test &, repository
Artifact
repository ——

S —

-~ N
N— I

Version | deployment scripts
control | configuration data

binaries

o UAT, staging, integration, production, ...

Push versus Pull mode\o

Deployments self- Servwced througn
DUSN-DUttoN process Lk




N N —
N— N— N — I
3 Env & _ Env &
0“(509 app Version control app
coce config config
N— N— N — e
UAT
Testers S ,
Self-service Smoke tost
Developers deployments
See code metrics
v and test failures v ‘ —_—
Commit stage Acceptance stage Capacity stage
] bt — PRty o=9® -
Compile Conflgure enwronment a | Conflgure enwronment )
Commit tests —-Denlo\.hinarieg—" D gnlay hinaries -
Assemble Smoke test Smoke test
Code analysis Acceptance tests Run capacity tests
 —
Production
Operations / >
perform
push-button =cslelllly L
reports
binaries reports reports
y metadata binaries | ymetadata binaries Y metadata

Artifact repository




Machinery

continuous integration ++

e

AT
8
)

» J0

www.thoughtworks.com/products/go-continuous-delivery

Jenkins




Pipeline Anti-patterns

insubficient parallelization

User
I - acceptance
Commit stage | | v testing
Compile Acceptance —\A
Unit test 1 P Production
- 1 test stage
Analysis
| | Build installers 1 A
| e ‘4, - Performance e ——
1 testing

deal Eimme: < 10 minubes

pos——e———— = .
S —



Pipeline Anti-patterns

insubficient parallelization

User
e — acceptance
- [ commit stage testing
| Compile A
] Acceptance | T —— ]
| Production
halysis f
: Performance T —
testing

Mingle:




Insufficient Pgrqllelization
Heuristic:

make your pipeline wide, not long

parallelize each stage as much as you
can

create more stages if necessary to ‘
optimize feedback - J




Pipeline Anti-patterns

__
Automatic approval

Manual approval

inflexible workflow

C it st Acceptance Explorgtory UAT Staqi Producti
(gumt:)nr:wa?t:g)e :> (auts;?ngaied) (rt::rtwlsgl) (manual) (mggbng) (rrgalr:ﬁ:l))n
- e — e — e — - e —
» Automatic approval
Producti
Manual approval (::aﬁﬁgtl))n
_— . . ¢
pipeline fans out
c it st Acceptance C itv testi .
onasy B s sy as soon as ik
T — T— T —— e —
malees sense to do
Explo;atory UAT
== (rfasrtwlsgl) (manual) s 0
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CONTINTIOUS

Principles =S
automate almost everything

. - ~e

- . keep everything you need to build, deploy,
& test, & release in version control

e database creation,

* requirements documents upgrade, downgrade, and

* test scripts initialization scripts

* automated test cases » application stack

* network configuration configuration scripts
scripts e libraries

* technical documentation * deployment scripts

 tool chains



°@ Infrastructure Consistency
Chef s\

o puppet

ANSIBLE

boxen.github.com




Identify & remove friction




Continuous Delivery Metrics

lead bime
the time between the initiation and completion

of a production process.
tinme

the total elapsed time to move a unit of work from the
Deginning to the end of a physical process




Potential Hindrances

Lead time is too long

Last mile is too painful




Prerequisites

AVAY
VaVA

AVAY continuous integration
VAVA

“y
comprehensive ‘

Q
configuration management v o

excellent automated testing at all levels



’ Continuous Delivery

/ \ Organisational Alignment

Release Management

Quality
Assurance

Continuous Configuration Data Environments

Architecture Integration Management | Management | & Deployment
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2005 § 2016

Native

Desktop ios

Native

Browser Android Responsive
|avaSuripl: Web on Tablet
20+ Frameworks
|SON -
Orie-’age JSON, H ML, /—"“ oy

Javascript JSEN, HTML,
S )5

Backend for
Frontend

Desktop
Browser

Javasuripl: JQuery

; Microservice . .
H ML, €SS, )5 NET Microservice

IS, ASP.NET

Ruby

I

=
l

Modern
software
IS complex!

Extract,

Tians V /
Predictive

Mochine
: Learning
\ Modeling

Bi/Reporting

Customer

INsighs

https://www.théughtworks.com/insights/ blog/implications-tech-stack-complexity-executives



effort

audience

feedback

Testing

Copyright (c) ThoughtWorks 2017. Provided for personal use only and not to be copied or distributed.



esking Quadrants

business facing

automated nanual
o0
=
— M)
c =
qn) O
N -
®) (D
C
o S
- O.
O (D
o automated sl
O
D)
)

automated manual/automated

technology facing

source: Brian Marrick, Continuous Delivery (Humble/Farley), with modifications



esking Quadrants

business facing

automated nanual
o0
=
- A
C =
(O O
N -
®) (D
C
o S
- O.
O (D
o automated sl
O
D)
V)
¢ -Ei
LEAL
automated manual/automated

technology facing

source: Brian Marrick, Continuous Delivery (Humble/Farley), with modifications



unik Testing

prefer test-driven to test-after development | '

prefer pragmatism over dogmatic metrics

a4 A
/AR

optimize for the target audience

gD
how much time?



Common Anti-pattern

mixed unit/
functional tests




Testing Quadrants

business facing

automated nanual

-
< S
-
E O
OO L ] ® (-
_ . (D
= heartbeats | =
o automated sl
@B
%
automated manual/automated

technology tfacing p|um

source: Brian Marrick, Continuous Delivery (Humble/Farley), with modifications



Tes &EV\S Quadrants

business facing

automated nanual
functional
a&&ey&av\ce
I
= .
c —
(O O
00 o
o @)
c S
@) (D
o automated sl
@N
D
8]
automated manual/automated

technology facing

source: Brian Marrick, Continuous Delivery (Humble/Farley), with modifications



watirmelon.com

ldeal Software
Testing Pyramid

Session
Based
Testinc

Automated
GUI Tests

Automated API| Tests

Automated Integration Tests

Automated Component Tests

Automated Unit Tests



To Cuke or not to Cuke...

use when it provides useful
feedback to the target audience

http:.//www.thoughtworks.com/insights/blog/3-misconceptions-about-bdd



http://www.thoughtworks.com/insights/blog/3-misconceptions-about-bdd

Anti-pattern: Ice-cream Cone

Automated
GUI Tests

Integration
Tests

Software Testing
Ice-cream Cone
Anti-Pattern

watirmelon.com




Cupcake Anti-pattern

VELTUE]L
Testers
Lt S i DT
[ F -1 ] - ‘JaRaa Sy — Syas]

Automated
GUI Testers
Automated GUI Tests

o=
m Automated Integration Tests

(API, Contract, Component)

[ Software Testing R
‘ Cupcake
Developers Automated Unit Tests (anti-pattern)
\ Fabio Pereira '

http.//www.thoughtworks.com/insights/blog/introducing-software-testing-cupcake-anti-pattern

Manual



http://www.thoughtworks.com/insights/blog/introducing-software-testing-cupcake-anti-pattern

Avoiding Cupcakes

collaborate
Work in sync
Cross-role pair programming
story kickoff

test at the lowest level

anual
Session
d

merge teams
when possible

Testi

ase
o

Automated

GUI Tests

agree on goals
and metrics



’ Continuous Delivery

Quality i Continuous Configuration Data Environments

Architecture Assurance QJ Integration f| Management Management | & Deployment
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local
workstation

continuous integration
server

Version
control




continuous integration
server

Version
control

53



continuous integration
server

Version
control

54




continuous integration
server

Version
control

55




o Erunle af leask

&

once a day

56




Professor Plum

Mainline

Reverend Green

Feature Branching



Professor Plum P1-2

P1 P2

Mainline

G1

Reverend Green G1-2

Feature Branching



Professor Plum P1-2 P3-4
P1

P1-5

Mainline

G1

Reverend Green GT-2

Feature Branching



Professor Plum P1-2 P3-4
P1

Mainline

G1

Reverend Green

Feature Branching



e I e

Erunie-based d@.veiapmemﬁ

Professor Plum P1 P2 P3 P4 P4

Mainline

P4-5

Continuous Integration removes the pain...



Professor Plum P1-2 P3-4

P1 P2

Feature Branch
B1 B2

P1-5
Mainline

P1-5

G1-6

G1 ' G2

= & T’ v S i.o&

B SN e Ps

Reverend Green

G4 ™ G5 " Gb

F
G1-6

Continuous Integration



Config File

some.|sp

other.java




Togglz - Features flag for Java

MAIN
Home

Downloads

Source Code

Forums

Issue Tracker
stackoverflow.com
Continuous Integration

License

REFERENCE

What's new?
Getting Started
Javadocs 2.0.0.Final
Javadocs 1.1.0.Final
Javadocs 1.0.0.Final
Updating Notes

DOCUMENTATION

"l Reader

Feature Flags for the Java plattform

Togglz
What is it about?

Togglz is an implementation of the Feature Toggles pattern for Java. Feature Toggles are a very common
agile development practices in the context of continuous deployment and delivery. The basic idea is to
associate a toggle with each new feature you are working on. This allows you to enable or disable these
features at application runtime, even for individual users.

Want to learn more? Have a look at an usage example or check the quickstart guide.

News

01-Jul-2013
Togglz 2.0.0.Final released

I'm very happy to announce the release of Togglz 2.0.0.Final. This new version is the result of many
months of hard work. Many core concepts of Togglz have been revised to provide much more flexibility.

The most noteworthy change in Togglz 2.0.0.Final is the new extendible feature activation mechanism that
allows to implement custom strategies for activating features. Beside that there are many other updates.

www.togglz.org



http://www.togglez.org

removed as soon as feature
decision 1s resolved

Feature toggles are purposeful
technical debt added to support
engineering practices like

Continuous Delivery.
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Interface implements

qm=====

Application




4______I

Interface implements

Application




Interface implements

Application




“Strangler” Pattern

nearly
position finished

starting early days half way finished

make something new that obsoletes a
small percentage of something old

put them live together

rinse, repeat



Release branches are OK...

NOwW

Mainline Trunk Based Development
now
bar
project CloR C
)
1.2.x
c
mainline
c = cITe
prfszct pr%?;ctc C CC cc NS :

Long-lived branches damage
continuous integration,






blue—green deployments

canary releases

dark launching






Web server
N\ J

\

Application
server

\

Database
server




Web server
\_ _J

\

Application
server

\

Database
server







Canary Releasing




Canary Releasing




Canary Releasing

reduce risk of release

X\ X\
VXN X
M\ X\
VXX
multi-variant testing

performance testing



Dark Launching




User interface User interface User interface User interface




’ Continuous Delivery
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essential complexity in data

L
persistent




late integrati’

manual work



DB Evolution & Deployment

scripting all db changes incrementally

Ry

db refactoring

\%

decouple db migration
from app migration






version
control

Prepare environment

Deploy app
Create dbs, apply schema

Add app reference data

Run acceptance tests



DbDeploy Pattern

‘ Shiny Soft '

Shiny DB

Axel's Machine

Shiny Soft Continuous Integration
@ ‘ Shiny Soft '
Shiny DB

8 \ Test —
Christian's Machine Shiny DB Shiny Soft
1 '\ Production e ]
CSh'nY . ] @ Shiny Soft

Shiny DB

Shiny DB S

Shiny DB




DbBeploy Tool

db updates are code
small incremental deltas
metadata in the database

fail fast

http.//dbdeploy.com http.//www.liquibase.org/  https.//flywaydb.org


http://dbdeploy.com
http://liquibase.org
http://flywaydb.org

00| create_initial tables.sql:

CREATE TABLE customer (
1d BIGINT GENERATED BY DEFAULT AS IDENTITY (START WITH 1)
PRIMARY KEY,
firstname VARCHAR (255),
lastname VARCHAR (255)

) ;
002 _add customer_date of birth.sql

ALTER TABLE customer ADD COLUMN dateofbirth DATETIME;

—-—//@UNDO

ALTER TABLE customer DROP COLUMN dateofbirth;



For DB Cl We Need To:

start with a clean database §m

»{3""

4 ¥,

"’d\;
3

apply changes incrementally

use the same process everywhere

be comprehensive in change management



Apply Deltas

run each delta in order
stop the line if one delta fails

auto-rollback if possible

record success in db metadata table



Refactoring Databases

'y
b Y

N

)

£
/. %
A\
=

R EFACTORING *
| JATABASES

SCOTT W, AMBLER

PRAMOD |. SADALAG]

Forewords by Martin Fowler, Jolm Graham,
Sachin Rekhi, and Dv. Panl Dorsey
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DB
version
13

S ——

Decouple DB Updates:
the Expand/contract Pattern

vy

R EFACTORING "

IDATABASES

app v205
compatible with db
vi3 and vi4

DB
version
14

— N
S

app v205
Y deployed

S ——

migrate

app v230
compatible with db
vi4

app v230

Yy dbtovi4 y deployed

app v234
compatible with db
vi4g

app v234

Y deployed

app v241
compatible with db
vi4 and 15

Very chan
nolke nus

N

backward

DB
version
15

— N
S

app v234

Y deployed

S ——

migrate

app v248
compatible with db
v1l5

app v248

Yy dbtovi5 ¥y deployed

campatible

vc;)u,

e
t b

'



decouple db updates

Never tie DB
migrations to
application deploys

dark launch db updates

long-running upgrades

abstraction layer in code or stored procs /
Views



DB Deployments Still Hard

practice, practice, practice
fail fast

bring the pain forward
refactor the db

update engineering practices
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The Pain of Operations

legbcy &PFL Lcabkions




The Pain of Operations

heterogeneous lea&fc)rms

AVAY
2% evava




The Pain of Operations

poor quality software thrown over a wall



The Pain of Operations
L

inordinate amount of firefighting




The Pain of Operations

conservative, process k@.&vv



The Pain of Operations

a

huge bu,cig@.% for Operaﬁmms



Horror Stories

dougseven.com/2014/04/17/knightmare-a-devops-cautionary-tale/

@0 e < b0 @ %

ol

dougseven.com & 0 ml O F

DOUG SEVEN

CSomeaethine can he learned in the course nf nheerving thines

ama  orwomsaoe o @HRHGK L pt iNn 45 minutes” VS—

You are here: Home [/ DevOps / Knightmare: A DevOps Cautionary Tale

DOUG SEVEN
"7"4’

Knightmare: A DevOps Cautionary Tale

& APRIL 17, 2014 BY D7 37 COMMENTS
WY @ 70 Votes

[ was speaking at a conference last year on the topics of DevOps, Configuration as Code, and
Continuous Delivery and used the following story to demonstrate the importance making
deployments fully automated and repeatable as part of a DevOps/Continuous Delivery initiative.
Since that conference I have been asked by several people to share the story through my blog. This
story is true — this really happened. This is my telling of the story hased on what I have read (I was

not involved in this). SEARCH
Search this website...
This is the story of how a company with nearly $400 million in assets went bankrupt in 45-minutes
because of a failed deployment.
RECENT POSTS:

Rankoarannd o



DevOps

not it's own silo, but a liaison between
operations and developers

at inceptions, showcases, retros

devs work in ops and carry
pagers

devs create more deployable
software

e |

Release It!

Design and Deploy
Production-Ready Soltware




Managing Infrastructure

infrastructure = environments and supporting
services (networking, vcs, storage, mail, dns...)

desired state specified in version control
autonomic (self-corrects to desired state)

state should be known through monitoring



Infrastructure as Code

continuously test

version all the things
systems & processes

definition files
f( B

DT U S A PR T

small changes
self-documented over large batches
systems & processes

keep services available continuously



1f someone threw a server oubt of the
ww\dowy how Lom.g w.mtd bk kakee bo




Tools

< D) @

devopsbookmarks.com

DEVOPS BOOKMARKS Ansible

TOPICS

A versatile orchestration engine that can
automate systems and apps. Instead of a
custom scripting language or code, it is
very simple and shell based. It is also
agent-less, so you can just start using it
right away and get things done

Source Code Management
Continucus Integration & Delivery
Packaging & Artifacts

8

-

p

Virtualization & Containers

; v - - - -~ < . . _a . o
Cloud & Paa5s Environments linux open-source, provisioning. config-mgmt.

1 ] orchestration, python
Configuration Management B

Provisioning
Batou
Orchestration

Batou makes it easy to perform
automated deployments. It combines
Fabric's simplicty and SSH automation,
with Puppet's declarative syntax and
idempotence

Service Discovery

Py

Process Management
Logging & Monitoring

Metrics & Visualization A

Sy

P

EHpioksio ook sos 0 fobdeisi oo a0

Security & Hardening . .
Llinux. open-source, provisioning. python

PLATFORM

A Linux

Bcfg2

il Windows - .
Rm WINdAoOw bee-config (Bcfg) 2 is a centralized

configuration management server to

&€ OSX ,
configure large number of systems, built

Dokku Alt

Dokku on Steroids. The smallest PaaS
implementation you've ever seen. It's fork
of original dokku. The idea behind this
fork is to provide complete solution with
plugins covering most of use-cases
which are stable and well tested.

linux. open-source, virt. cloud-paas. provisioning.
shell?

Dokku

It uses docker, git-receive and a few
other lightweight and clever libraries to
build a quick Paas, all around just 100
lines of code! An excellent small tool to
get started with PaaS systems. The same
developer is creating a larger scale,
production quality system called Flynn.

D v

linux, open-scurce, virt, cloud-paas, provisioning,
shell?

FAI

~ Go to “http://www.devopsbookmarks.ccm/™

www.devopsbookmarks.com/


http://www.devopsbookmarks.com/

Tools

manage many systems
G“

uppet manage configuration

labs

NC
Chef

enforce consistency

ANSIBLE treat infrastructure as

| | | coge
| | |
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Microservices

Components are
deployed.

Features are released.

Applications consist
of routing.

production



Conway'’s Law

“organizations which design systems ... are
constrained to produce designs which are copies
of the communication structures of these

organizations”
middleware > .‘ '
specialists ‘3"3

- BRAR

Siloed functional teams... ... lead to silod application architectures.
Because Conway's Law

—Melvin Conway




Inverse Conway Maneuver

Cross-functional teams... ... organised around capabilities
Because Conway's Law

- - - ==
- - - = =
»

-
’
-

-



“team designs are the first draft of your architecture”

- Michael Nygard

Release It!

Design and Deploy
Production-Ready Soltware

-
’
F

Michaet T. Nvyopard




- it isn't the methodologies that succeed or
fail, it’s the teams that succeed or fail. Taking
on a process can help a team raise it’s game,
but in the end it’s the team that matters and
carries the responsibility to do what works for

4 f\ p \\\
[ \

them. «°

MARTIN FOWLER
(FLACCID SCRUM, 2009)



Continuous Delivery

reduce friction

automate everything you can

Incorporate everyone into Continuous
Delivery practices

measure success via cycle time

continue to improve
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