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As an employee, I can teach colleagues how shorter release duration can improve innovation, increase market share, and reduce long-term risk, so we can adopt and sustain healthy development process choices.
Definition: Release Duration

The time from developers starting on a project until their work reaches a customer who pays for it

How finance measures it

- Start of capitalization, to...
- Start of depreciation

Subtleties

- Why doesn’t an unpaid beta qualify as released?
As a process advocate, I understand the basic foundations of waterfall development, so I can compare it to agile methods.
Classic Waterfall Management

- Feasibility
- Analysis
- Design
- Implement
- Test
- Maintain
Waterfall Characteristics

- Customer feedback and $ come at the end
- Many well-defined roles
- Little or no value prioritization
- Unconstrained inefficiencies
  - Team size
  - Team interruptions
  - Meeting length

- Very risky and inefficient
Waterfall has caused some Outrageous Software Failures

<table>
<thead>
<tr>
<th>YEAR</th>
<th>COMPANY</th>
<th>OUTCOME (COSTS IN US $)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2005</td>
<td>Hudson Bay Co. [Canada]</td>
<td>Problems with inventory system contribute to $33.3 million* loss.</td>
</tr>
<tr>
<td>2004</td>
<td>UK Inland Revenue</td>
<td>Software errors contribute to $3.45 billion* tax-credit overpayment.</td>
</tr>
<tr>
<td>2004</td>
<td>Avis Europe PLC [UK]</td>
<td>Enterprise resource planning (ERP) system canceled after $54.5 million† is spent.</td>
</tr>
<tr>
<td>2004</td>
<td>Ford Motor Co.</td>
<td>Purchasing system abandoned after deployment costing approximately $400 million.</td>
</tr>
<tr>
<td>2004</td>
<td>J Sainsbury PLC [UK]</td>
<td>Supply-chain management system abandoned after deployment costing $527 million.†</td>
</tr>
<tr>
<td>2004</td>
<td>Hewlett-Packard Co.</td>
<td>Problems with ERP system contribute to $160 million loss.</td>
</tr>
<tr>
<td>2003-04</td>
<td>AT&amp;T Wireless</td>
<td>Customer relations management (CRM) upgrade problems lead to revenue loss of $100 million.</td>
</tr>
<tr>
<td>2002</td>
<td>McDonald’s Corp.</td>
<td>The Innovate information-purchasing system canceled after $170 million is spent.</td>
</tr>
<tr>
<td>2002</td>
<td>Sydney Water Corp. [Australia]</td>
<td>Billing system canceled after $33.2 million† is spent.</td>
</tr>
<tr>
<td>2002</td>
<td>CIGNA Corp.</td>
<td>Problems with CRM system contribute to $445 million loss.</td>
</tr>
<tr>
<td>2001</td>
<td>Nike Inc.</td>
<td>Problems with supply-chain management system contribute to $100 million loss.</td>
</tr>
<tr>
<td>2001</td>
<td>Kmart Corp.</td>
<td>Supply-chain management system canceled after $130 million is spent.</td>
</tr>
<tr>
<td>1999</td>
<td>United Way</td>
<td>Administrative processing system canceled after $12 million is spent.</td>
</tr>
<tr>
<td>1999</td>
<td>State of Mississippi</td>
<td>Tax system canceled after $11.2 million is spent; state receives $185 million damages.</td>
</tr>
<tr>
<td>1999</td>
<td>Hershey Foods Corp.</td>
<td>Problems with ERP system contribute to $151 million loss.</td>
</tr>
</tbody>
</table>

Does detailed planning reduce risk?
Detailed planning gained what?

<table>
<thead>
<tr>
<th>Product A</th>
<th>Product B</th>
<th>Product C</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Release</strong></td>
<td><strong>Date</strong></td>
<td><strong>Span</strong></td>
</tr>
<tr>
<td>A4.0</td>
<td>4/10/03</td>
<td>6</td>
</tr>
<tr>
<td>A5.0</td>
<td>10/23/03</td>
<td>10</td>
</tr>
<tr>
<td>A6.0</td>
<td>8/12/04</td>
<td>13</td>
</tr>
<tr>
<td>A7.0</td>
<td>9/29/05</td>
<td>19</td>
</tr>
<tr>
<td>A8.0</td>
<td>4/26/07</td>
<td></td>
</tr>
</tbody>
</table>

I’m sure glad we planned upfront!

... not!
Short Duration Releases Reduce Long-Term Risk

As a process advocate, I understand lean product management strategies, so I can make effective use of short duration releases.
Short Release Durations Help the Company Reduce Risk

Short release durations help:

- Test market theories to maximize profit
- Identify and mitigate risks
- Easily address bugs
- Encourage high-availability architectures
Short releases test assumptions to maximize profit

- Actual market
- Initial market hypothesis
- First market test

Sprints
- Lean product management
- Traditional product management

Market tests
1. Project Start
2. Sprints
3. Initial market hypothesis
4. First market test
5. Actual market
Short releases resolve risks early

Traditional development

<table>
<thead>
<tr>
<th>Design</th>
<th>Elaborate</th>
<th>Construct</th>
<th>Testing</th>
<th>Deploy</th>
<th>Maintain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Many deferred risks</td>
<td></td>
<td></td>
<td>Usage problems</td>
<td>Reconfiguration</td>
<td>Testing costs</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Monitoring</td>
<td>Customer Service</td>
<td>Technical Debt</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Market assumptions</td>
<td></td>
<td>Scaleability</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Availability</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>OS updates</td>
</tr>
</tbody>
</table>

Agile Development

| Force developers to address all these risks in every Sprint |
| Few deferred risks |

How is this even possible?

Strive for “releasable” (or better yet, released) after every sprint
Consciously chip away at each risk in each sprint
Automate
Short releases resolve bugs faster

With short releases

- Get bug fixes out rapidly with a normal release
- Stop having patch releases in the wild
- Reduce need for release proliferation
- Reduce productivity drags
Short releases motivate high-availability (for online)

- Hot upgrades avoid user disruption
- Hot upgrades allow for non-disruptive rollback
- Hot upgrades typically come along with
  - User/session migration between servers
  - Minimize server-side state
- User/session migration allows for
  - Very rapid fleet upgrades
- And all of this provides
  - Rapid bug fixing in online systems
  - Lean product management
  - ... etc. in a virtuous circle
Rapid Release Impediments

As a engineering manager, I can relate behaviors to their effects on release duration, so I can intentionally decide whether to invest in reducing release duration.
Rapid Release Impediments

● Technical Debt
  ● Copy paste code
  ● Code forking
  ● Manual testing requirements
  ● Proliferation of supported releases

● Manual processes to automate
  ● Deployment
  ● Continuous testing
  ● Usability testing (subset audience for testing)
Copy paste Technical Debt

13 virtually identical copies

What if you find a bug?

11 virtually identical copies
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Fork/Merge waste

Idea to refactor without disturbing Mainline:
Refactoring team forks source from mainline team
Refactoring and Mainline teams develop simultaneously
Refactoring team merges Mainline changes in each sprint
Both teams merge fork back into mainline

If insufficient automated regression testing,
- Refactoring team wastes effort every sprint
- Refactoring team tempted to skip merges and regression tests
- Both teams waste effort in last sprint, merging for release
Manual regression testing
Technical debt impact

<table>
<thead>
<tr>
<th>Sprint</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>iPhone dev</td>
<td>Coding</td>
<td>Testing</td>
<td>Total</td>
</tr>
<tr>
<td>iPhone testing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Android dev</td>
<td>Coding</td>
<td>Testing</td>
<td>Total</td>
</tr>
<tr>
<td>Android testing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Windows8 dev</td>
<td>Coding</td>
<td>Testing</td>
<td>Total</td>
</tr>
<tr>
<td>Windows 8 testing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone testing</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Testing rapidly rises from 33% of effort to 60% of effort
Manual Regression Testing?

The largest proportion of app crashes from both iOS and Android platforms were on iOS 5.01 with 28.64% of overall crashes (in a normalized data set). That makes sense since iOS 5 was still relatively new at that time and many apps still need to work out the kinks with the new OS.
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Productivity impediment: Release proliferation

Supporting more customer releases in the field decreases engineering productivity
Enterprise Structures that Help

- Enterprise Portfolio Management
- Highly communicative project “stories”
- Project Ready Criteria
  “Definition of Project Ready”
What is the Enterprise Process?

- Weekly Standup
- Testing, development, staging
- Deployment
- Planning, Team Formation
- Ready EBIs
- Done EBIs
- In Progress EBIs
- Released Products
Release descriptions thematically constrain work: Better forecasting

As a VOIP user, I experience measurably better audio quality than I did in 2010Q4 and I am less likely to cite audio quality in support calls, so company sees higher customer retention.

**Acceptance tests:**

- We have a system to track audio customer support calls
- We establish at least two quality metrics for audio that can be tested on normal bridge calls
- Our software makes those tests randomly every day
- We have made VOIP software changes that improved these metrics
- We have tracked customer support calls after the changes
Project (aka Release) Ready Criteria improves forecast

- Project exists in Enterprise Backlog
- A Project Shepherd (ScrumMaster, Program Manager) is assigned
- Project description is a structured story
- Project acceptance tests are articulated
- Project Backlog contains all intended features
- Architect, UX Designer and Lead Engineer are assigned
- Architect, UX Designer, Lead Eng., Product Owner groom and rerank backlog
- Engineering Director identified a candidate team
- Candidate team established done criteria for sprints, backlog items and tasks
- Candidate team performed bias-free backlog estimation
- PO reranked backlog after bias-free estimation
- Shepherd has forecast release dates and PO has reduced scope to <3 months
- PO has notified Ops release manager of new Project
- PO/APO has stated a target release date later than the forecast release date
- PO has described NPV
- Portfolio Manager has prioritized Project
- PO and Project Shepherd have marked Project as "Ready"
Ready Criteria as a Warning State

- **Red**
  - Project does not satisfy the Project Ready criteria
  - Target date is earlier than the Forecast completion date

- **Green**
  - Looking good
Release Duration History:
Citrix Online
Correlation: Market Increase
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Release Duration: PatientKeeper Market Data

- PatientKeeper was agile from 2000 to 2008
- Delivered 45 releases to users in 2007 (average release duration < 2 weeks long)
  - Most change were non-disruptive to PatientKeeper’s physician users
  - When a release introduced major changes, PatientKeeper would first deliver the release to a subset of users, get feedback and then deploy to the rest.
- PatientKeeper’s annual revenues rose 400%

- PatientKeeper went waterfall in 2008
  - Yearly revenues dropped 50% in years following
Correlations (not causation)

**Citrix Online**
- Release duration grew during periods of organizational stability, while it was operating under waterfall
- Peaked at 41 months in 2008 (project midpoint)
- Now sees project durations under 4 months
- Market share grew, revenues grew

**PatientKeeper**
- When release duration < 2 weeks, revenue grew
- When waterfall was reinstated, revenue declined

**More data needed**
- Try this at home!
Release Duration

- **Company financial data**
  - If thoughtfully recorded, provides release duration history

- **Goal to reduce release duration can drive**
  - Technical debt reduction
  - Departmental integration
  - Architectural changes

- **Release duration may relate to**
  - Company health
  - Future agility
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Abstract

Short release duration—the time from starting development on a feature set until it delivers value (for example, until customers paid for an upgrade)—is an implied goal of agile methods. Short release durations help companies test market theories to maximize profit; identify and mitigate deployment and usability problems; motivate automated testing; and encourage high-availability architectures. Release duration can help diagnose accumulating technical debt. Attempting to reduce release duration may help drive agile behavior through a company. As an added bonus, release duration can be easy to compute: Finance departments often collect relevant data to satisfy capitalization and depreciation rules.

We consider the relationship of process methodology, development group size and release duration by looking at an example company, Citrix Online. Its adoption of Scrum and an agile form of portfolio management drove release duration down from a peak of 41 months to less than 4, better than what it had as a small startup. Its market share rose during the same period. Data from another company, PatientKeeper, also seems to indicate that short release durations correlate with more profitable outcomes.

Shorter release duration can improve agility

Agile processes like Scrum help development teams adapt to markets, gain engineering efficiency, and forecast releases more accurately than traditional waterfall processes. Software engineering is an expensive and risky creative activity. Developers earn high salaries. Software projects often take a long time and have a high failure rate, but can generate dramatic cost savings or revenues when they are successful.

Short product development iterations (called ‘sprints’) are a hallmark of agile teams. Scrum teams produce a releasable product at least once a month. Agile coaches typically encourage teams to set definitions of what “done” means for completed features that increasingly approach the holy grail of “delivering to the customer.”

Frequent deliveries, assuming that users can keep up with new features and provide feedback, enable product managers to better test market theories to maximize profit. Steve Blank and Eric Ries [blan2005] [ries2011] pioneered an approach I call “lean product management.” They assert product managers can more accurately forecast value and maximize profit by developing and delivering test features that validate value assumptions, striving to cheaply determine whether customers will pay for a feature, respond to a marketing channel, fulfill through a particular distribution channel, etc. When these experiments validate an approach, product managers can invest further in software development. When experiments invalidate a market, product managers can “pivot” development efforts to address more promising opportunities.
Too frequent delivery can be disruptive for lean product management. If release cycles are too short, early-adopters can’t use the release and provide feedback rapidly enough to affect later releases, significant changes can disrupt user workflow, and a release’s short operating time can mask errors that take time to appear [cope2012]. These problems can be resolved by some creativity in performing a release. For example, in 2007 PatientKeeper was able to deliver 45 releases to users. In most of those releases, changes were incremental and non-disruptive to PatientKeeper’s physician users. When a release introduced major changes, PatientKeeper would first deliver the release to a subset of users, get feedback and then deploy to the rest [suth2012].

Frequent deliveries compel engineers and designers to better identify and mitigate deployment and usability problems. Traditional waterfall approaches proceed from a design phase, to a prototype phase, a development phase, a testing phase, a deployment phase, and finally to a maintenance phase. Design decisions or the nature of the product itself can cause deployment or usability problems that won’t appear until the product is deployed or used. In some cases, these problems could doom the product. Most companies would like to know early if a product is doomed, so they could spend their money on developing a more profitable product. But long release durations can mask these problems until after the company has squandered funds on development.

Frequent deliveries can motivate engineers to implement automated testing. Squeezing the release process into short durations can force teams to automate testing. Automated testing usually reduces the long-term cost of testing: the cost of automated testing amortized over multiple releases can be much cheaper than manual testing. Automated testing allows programmers to make more significant architectural changes with less fear they will introduce serious bugs. This accelerates development of new features that might require pervasive code changes (examples: internationalization, public APIs, deployment on new devices, identity federation, parallelization, fault-tolerance, etc.). In slowly changing code bases (i.e., for a cash-cow product), automated testing makes it possible to fix bugs for customers at low-cost. Finally, some types of integration tests can also be used as diagnostics for running systems, increasing service reliability.

Frequent delivery of new online services can motivate architects to implement high-availability architectures. Frequent releases mean frequent deployments, potentially disrupting users more often. The lowest possible user disruption occurs when users are migrated while running an old release to a new release without being disrupted at all. To achieve this, one could use an active-active rolling upgrade approach. Citrix Online initially implemented active-active rolling upgrades in its first Scrum project (which I designed), and subsequently used the approach in the infrastructure of other products.

**Technical Debt**

“Technical debt” is perhaps the major factor that causes release duration to increase. Ward Cunningham coined the term to describe code that remains when programmers sacrifice long-term productivity for (perceived) short-term completion speed. Here are some common examples:
1. Sometimes a programmer copies existing code, pastes it somewhere else and modifies it to satisfy a new requirement. The programmer worries less about introducing bugs into the old code, and avoids having to write as much new code.

   Copy-paste technical debt can increase future release duration. An existing bug could have been copied from the original code, creating a new bug in a different place. When a user encounters one of the bugs, a programmer might only repair only one. The cost of repairing a bug after release is much higher than avoiding bug creation or repairing the bug before release [jone2009].

   A copy-paste approach usually increases the code size. If developers write unit tests, to maintain the same level of code coverage, they must write additional unit tests, build times will increase and test maintenance costs will increase.

   Instead, the programmer could have refactored the original code to handle both requirements, possibly using a shared method. If a bug was retained from the original code, it will likely continue to exist in a single place. The size of the code is not likely to increase as much as it would with copy-paste.

2. Sometimes different teams “fork” a code base in a source code repository, essentially making two copies of the code. They then make changes independently, intending to merge them later into a single copy. Programmers can then worry less about conflicts in code changes, and avoid delaying an impending release.

   Code-fork technical debt can increase future release duration. The theory that code changes can be easily merged is often proven false. I’ve actually never seen this approach work well. In a different company, a team forked a code base and then abandoned one of them when the changes proved infeasible to merge, at a labor cost of about $1 million.

   The tendency to fork code often arises when automated testing is not sufficient to assure programmers that changes made by others won’t disrupt their work.

3. Sometimes teams develop code without developing companion automated tests. Then, to ensure a high-quality release, the code must be manually tested. Automated tests take time to develop, so programmers seeking to release earlier or with more features often believe that manual testing will be faster (or just don’t like writing automated tests).

   Manual testing technical debt can increase future release duration. If programmers continue to develop code they worked on in a previous release, they can easily create bugs in functionality that previously worked (called “regression bugs”). Thus, on every subsequent release many of the same manual tests must be repeated, to ensure a quality release. Over time, as functionality increases, the manual testing time can easily eclipse the time for developing new features, making release duration unreasonably long.

   For example, if a team develops code for a new mobile device, it may reuse much of the existing code (hopefully by refactoring, see above), changing only what is necessary to support the new device. However, even if very little has changed, functionality on the old device must be retested.
4. Sometimes customers ask to continue to use older versions of products. Installing new releases can disrupt users and can introduce new bugs. When this occurs, companies must support different versions.

   Multi-version support is a form of technical debt. When bugs are found in the most current release, older releases may need to be checked and fixed. With each additional version supported, more work is required to fix any bug. With each bug-fix release for each version, regression testing may be required.

   Developers have a few alternatives, depending on their customers. They can use a software-as-a-service model, so customers always use the latest version. They can force customers to upgrade before taking a support call. But in some cases, the customer requires long-term support for old versions; this will increase release duration over time.

   These examples illustrate the technical debt concept. Programmers may pay for short-term speed-ups or customer advantage by increasing future release durations. This approach parallels how some people get into intractable credit card debt: they buy things that improve their lives for the short term, while mortgaging their future. Sometimes buying speed on credit makes sense for developers, such as very early in a startup company’s lifetime, when the market hasn’t yet been proven; with proven markets where competitors loom, technical debt can be much more problematic.

   Technical debt is one of the most prominent reasons many companies have difficulty reducing release duration while retaining the same quality.

**Finance departments often track release duration**

   Teams themselves may not track how often their work reaches a customer, but the finance department likely does. Software development is a form of asset creation. A company usually invests the most development in a software project early in its lifecycle. As long as operating environments don’t change, the same software could earn revenues or cost-savings over many years with few additional expenses.

   Finance departments typically track the dates important to release duration. When a company starts investing in software development, and before that investment can start producing value, it starts “capitalizing” the software development as an unused asset. Once software goes into production and earning money, a company then starts “depreciating” the investment over the productive life of the software, as an expense. The difference between these two start dates, is the release duration.

   Few agile companies release software to customers after every team sprint. Larger companies often have multiple teams working on a public product release: combined testing, configuration and deployment for the assembled work produced by multiple collaborating teams may take time and additional iterations. However, for all the reasons we discussed, more frequent releases to customers can be a strong indication of a healthier engineering group.

   An example illustrates how financial tracking neatly handles software development edge cases: A company develops a software product as a free beta product, delivers it to users and gets feedback. When product development starts, the company
starts capitalizing the development cost as an investment. Because it is not yet productive, neither earning nor saving money, depreciation does not yet start. Only when the product becomes productive would the company start deprecating the asset.

This fits perfectly with the lean product management approach, which encourages companies to make users pay even for beta products. Requiring payment in a beta release helps product managers obtain more credible profitability forecasts for the final product. Payment software issues can insidiously damage profitability for companies, and our definition of release duration can expose this problem to the light of day.

**Citrix Online**

Citrix Online provides a history demonstrating the utility of release duration as an agility metric. Citrix Online began as a startup called ExpertCity in 2001. ExpertCity used waterfall methods to develop screen-sharing and conferencing software. It offered services to small and medium size businesses for a monthly fee. In 2004, the company was acquired by Citrix and became a wholly owned subsidiary. It institutionalized its waterfall approach as a RUP variant.

I joined Citrix Online in 2007, and created its first Scrum team. I developed a portfolio management technique used to prioritize the company’s projects, first employed in late 2008 [gree2010]. I became the head of Citrix Online’s Agile Program Office. As of early 2011, almost all software engineers in Citrix Online were operating under Scrum, with 44 Scrum teams.

**Release duration in Citrix Online**

Asked to demonstrate the benefits of agility to others in Citrix Online, I worked with colleagues to assemble release duration data through the company’s history, from startup formation through the end of 2010, and attempt to correlate the data with process changes and organizational events. Throughout its history, Citrix Online has retained its own separate marketing, sales, product management, engineering, finance and IT departments. This independence has made historic analysis easier.
Figure 1 shows that ExpertCity’s first software project took 10 months from engineering team formation through customer revenue. Its next release duration was shorter, leveraging the functionality it had already built. From that point, release duration gradually increased over time, reaching a pre-acquisition peak of 14 months from project inception to customer revenue.

Citrix acquired ExpertCity between December 2003 and March 2004, and named it Citrix Online. The data point just prior to the “Startup acquired” line is a project midpoint; this project started before the acquisition and was released after it. Much more rapid releases followed this project, likely exploiting additional resources injected into the company by its acquirer. However, following the acquisition we again see a trend that release duration gradually increases over time. During this time, Citrix Online formalized and implemented a RUP-based waterfall project methodology [krol2003]. It did not seem to affect the trend.

I joined the company in October 2007 having some experience with agile techniques in a previous company. One existing Citrix Online project was attempting to merge agile and traditional project methods, and the rest were using waterfall. My team started a new software project shortly after I joined, and we decided to adopt pure Scrum.

Continued missed release targets from waterfall projects, and positive results from agile drove the company to hire Ken Schwaber to train 60 ScrumMasters in March 2008. After that training, projects gradually moved to Scrum.

In October 2008, about half of Citrix Online’s engineering teams were following Scrum principles at least loosely, but upper-level management did not yet completely embrace agile principles. The engineering department faced a long list of projects and pressure to work on all of them. We were spreading engineering talent thin and dragging out release duration. Around this time, few projects were released that gained customer revenue (revenue is a key subtlety, there were non-paid betas released at this time). The
average release duration peaked at 41 and 35 months, an alarming state that could enable competitors to gain market share.

**Error! Reference source not found.** shows that, in organizationally stable periods when waterfall methods were used, release duration increased. This seems likely due to the accumulation of technical debt.

**An explicit focus on release duration**

In December 2008, we adopted Enterprise Scrum [gree2010], establishing 3 months as the desired maximum release duration, measuring engineering department velocity, and asking upper management to restrict demands on engineering to the top-priority projects. This began an internally painful period for the company, with much uncertainty and behavioral changes.

It became clear that broad agile training would be required to sustain an agile culture. My team and I provided 2-day agile training in most Citrix Online developer sites. By mid-2011, we had trained 240 employees.

We changed two major aspects of Enterprise Scrum in 2009 and 2010. First, we stopped performing project reviews, retrospectives and planning at a scheduled date every quarter. It was very disruptive to engineering staff to plan projects every quarter, particularly when we were not sufficiently agile to be certain that a quarterly end-user release was possible. Instead, we allowed projects to start and terminate any time. This, unfortunately, made it more difficult to thoughtfully track departmental velocity, but reduced context-switching costs.

Second, we realized that many surprise impediments occur within projects, which should have been obvious up-front. We established Project Ready Criteria to ferret out these dangers before projects were approved. We developed a method of bulk-estimating a release backlog, which helped teams identify high-risk backlog items.

By the end of 2010, Citrix Online had driven its average release duration to an average of 4 months. This effect was so dramatic that finance staff members raised a concern that their financial projections were rendered invalid: the projections assumed depreciation would begin 9 months following project inception, but revenues were coming much faster. But when we balanced ‘better adaptation to the market’ against ‘more predictable depreciation’, adaptation won.

**Outcomes**
In 2008, Citrix Online was #3 in web conferencing market share, at 12%. Figure 2 shows that Citrix Online lapped Microsoft Live Meeting from 2008 through 2010, to become #2, and has begun eroding Cisco Webex’s market [fros2011]. Today, Citrix Online is evolving. Its development process is incorporating road-mapping and lean concepts. Its adoption of agile methods has dramatically reduced its release duration, and points to a bright future.

Correlation is not causation; this report cannot prove that short release duration helps lead to higher market share. However, similar anecdotal stories appear. Jeff Sutherland (an inventor of Scrum) was CTO of PatientKeeper from 2000 through mid-2008. PatientKeeper’s annual revenues rose 400% in 2007, the same year it delivered 45 releases. After Sutherland left the company, PatientKeeper reverted to waterfall and its yearly revenues dropped 50% [suth2012].

**Conclusion**

Managers often claim that startups are naturally agile, but the data given here show startups can suffer from the accumulation of technical debt, and that technical debt can dramatically extend their release duration, reducing revenue and increasing cost.

Hiring more engineers can temporarily drive release duration down, at least for small teams. However, without conscious effort, technical debt may then continue to increase, with unfortunate consequences.

A conscious intent to reduce release duration seems to help improve adoption of agile techniques through a company. Three years from its adoption of agile methods and Enterprise Scrum, Citrix Online has driven average release duration from a peak of 41 months to below 4 months, lower than it was when it was an early stage startup. Citrix Online more rapidly adopted agile methods than any other large multi-product company I’ve encountered.
Release duration is a useful agility metric. It can be easily computed from financial data that many software companies track. It has been correlated with important agility events at Citrix Online. Increasing release duration could point to accumulating technical debt, lurking in a company’s code base.

Dan Greening is an agile management consultant. He joined Citrix Online in 2007, became its Director of Engineering Productivity and User Experience, and acted as Enterprise ScrumMaster through 2011. He largely designed the Enterprise Scrum process. He was the founder of several startups, some successful, some not. He has been Principal Investigator on three National Science Foundation SBIR grants. He holds a Ph.D. in computer science from UCLA.
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